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Abstract 
 
A large-eddy simulation (LES) model has been developed to investigate nonlinear wave run-up and overtopping. 

The Navier-Stokes equations are solved by using a finite differential algorithm, and the modified Marker-Density 
Function (MDF) technique (Miyata and Park, 1995) is employed for solving nonlinear free-surface motions. In order to 
evaluate the present model, three numerical simulations are presented: solitary wave run-up on a vertical wall, flow 
over a broad-crested weir, and regular waves overtopping a sloping seawall. The results are compared with data from 
experiments and other numerical models. 
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1. Introduction 

The estimation of wave overtopping is a key aspect 
of the design of coastal structures. Indeed, the failure 
of many seawalls has been attributed to wave over-
topping. The water released after an overtopping 
event also contributes to coastal flooding. Overtop-
ping is hydrodynamically complicated as the waves 
impact and run-up a coastal structure, until the crest 
level of the structure is exceeded by the maximum 
run-up. For breaking waves, there is a further compli-
cation due to turbulence production and related en-
ergy dissipation in the form of heat. 

During the past 50 years, researchers have devel-
oped many numerical methods to investigate wave 
overtopping over coastal structures. However, the rate 
of progress of model development has been relatively 
slow because of the complexity of the turbulent free 
surface flows involved. Numerical models of wave 
overtopping may be classified according to whether 
they are based on the depth-averaged Navier-Stokes 
equations, or Reynolds-averaged Navier-Stokes equa-

tions (RANS). The former include both the shallow 
water equations and Boussinesq-type equations (see, 
e.g., [1-7]). In these models, breaking wave energy 
dissipation is incorporated through simple dissipative 
terms in the equations. The RANS solvers generally 
utilize a surface capturing method, such as the Vol-
ume-of-Fluid (VOF) technique of Hirt and Nichols 
[8], to represent the non-linear free surface motions 
(see, e.g., [9-14]). In the RANS solver, turbulent fluc-
tuations on the mean flow are represented by the 
Reynolds stress terms. 

The present study describes the use of large-eddy 
simulation (LES) with a sub-grid scale (SGS) turbu-
lence model to investigate non-linear wave run-up 
and overtopping. The Navier-Stokes equations are 
solved by using a finite differential algorithm, and the 
modified Marker-Density Function (MDF) technique 
[15] is employed for solving nonlinear free-surface 
motions. Waves are generated from a numerical 
wave-maker installed at the inflow boundary of the 
computational domain. To verify the model, the 
benchmark case of solitary wave run-up at a vertical 
wall is simulated, and the results compared against 
published experimental data and predictions by alter-
native numerical schemes. Further results are pre- 
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sented for open channel flow over a broad-crested 
weir. Finally, regular wave overtopping of a sloping 
seawall with seaward face of slope 1:3 is investigated. 
 

2. Numerical model 

2.1 Governing equations 

After applying the filtering operation to the mo-
mentum equations and the continuity equation, we get 
the following equations for the filtered field. 
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where, iu  indicates the velocity vector, t  the time, 
ix  the coordinates, p  the pressure, ν  the viscos-

ity, if  the external forces including the gravitational 
acceleration, and ijS  the SG components of the de-
formed velocity tensor as follows: 
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and, ijτ  is referred to as the sub-grid scale (SGS) 
stress tensor in the LES, and must be modeled in 
terms of the resolved scale velocity, iu , in order to 
obtain a closure for Eq. (1). 

Several closure models for the SGS stress have 
been proposed. They fall into one of the following 
general categories: eddy viscosity models, scale simi-
larity models, mixed models and the Lagrangian-
based models. The Smagorinski model [16] is the 
most basic model in LES, and the assumption for the 
eddy viscosity sν  is derived as  
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where, ijS  is the strain rate tensor defined as 
 

2 22ij ijS S=   (6) 
 
And the length scale, SL , is set at the minimum 

value among the grid size and the minimum spacing, 
as noted by Takakura et al. [17]: 

 
( )1 2 3min , , ,S S TL C C x x x⎡ ⎤= ∆ ∆ ∆ ∆⎣ ⎦   (7) 

3 V∆ =   (8) 

Here, V  is the volume of a cell; Smagorinsky’s 
coefficient, SC , is set at 0.1, and Takakura’s coeffi-
cient, TC , set at 1.0. 

 
By implementing the conservation laws with these 

equations, the solution is achieved using the modified 
Marker-And-Cell (MAC)-type time-marching algo-
rithm [18]. 

 
2.2 Treatment of nonlinear free-surface motions 

The configuration of the interface is determined by 
applying the fully nonlinear free-surface condition. At 
the free surface, the following fully nonlinear kine-
matic and dynamic conditions can be applied while 
neglecting the viscous stress and surface tension: 
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where the MDF, M ρ , takes a value between 0 and 1 
all over the computational domain. Eq. (9) is 
calculated at each time step and the free-surface 
location is determined to be a point where the MDF 
takes the mean value as 
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2
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In the present study, in order to prevent excessive 
numerical diffusion in the vicinity of the interface, we 
do not directly solve Eq. (9), but instead solve Eq. 
(12) by introducing both the mapping function and the 
re-distribution algorithm [19] to the previous MDF 
technique [15]. As a mapping function, the distance 
function, φ , is employed in Eq. (9) and defined con-
tinuously in the whole domain of the simulation. 
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Then, the distribution of the MDF at each time step 
is updated by maintaining the interface location as 
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where, ( )1 2 2M M Mρ ρ ρ= −  and ( )0 min
2 xε = ∆ . 

Eq. (12) is solved for using the fourth-order Runge-
Kutta scheme for time integration and the third order 
MUSCL scheme for the convection term. 

On the other hand, the dynamic free-surface 
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condition of Eq. (10) is implemented by the so-called 
“irregular star” technique [20] in the solution process 
of the Poisson equation for the pressure. In free-
surface problems, it is very important to extrapolate 
the physical values onto the free-surface, so the 
pressure on it is determined by extrapolating from the 
neighboring fluid to the free-surface location. The 
pressures are extrapolated with zero gradient in the 
approximately normal direction to the free surface, 
while the static pressure difference in the vertical 
direction, due to the gravity, is taken into con-
sideration. Similarly, the velocities are extrapolated at 
the interface with approximately no normal gradient 
from the fluid region. This treatment roughly accords 
with the viscous tangential condition at the free-
surface. 

 
2.3 Numerical schemes 

The numerical scheme for the convective terms in 
Eq. (1) must be carefully chosen, since it often ren-
ders decisive influences on the results. In the present 
model, a flux-split method with a variable mesh size, 
which is like a third-order MUSCL scheme, is em-
ployed so that variable mesh system can be used for 
all three directions. A second-order-centered scheme 
is employed for the diffusive terms, and the second-
order Adams-Bashforth method is used for time inte-
gration. 

 
2.4 Boundary conditions 

At the inflow boundary of the computational do-
main, a numerical wavemaker is established by pre-
scribing the inflow velocities based on the water par-
ticle velocities of the linear wave (or Stokes second-
order wave), which is like a flexible flap wavemaker. 
In the present simulation, the bathymetry is approxi-
mated in a step-like shape for simplicity, and a no-slip 
boundary condition imposed at solid walls. 
 

3. Numerical simulation 

3.1 Solitary wave run-up on a vertical wall with a 
beach slope 

First, to generate a solitary wave, a piston-type  
 

Table 1. Solitary wave parameter. 
 

1A  2A  3A  4A  

11.31 1.51 3.735 0.0347 

wave maker is assumed, and the displacement and 
velocity of wave paddle movements are given at the 
inflow boundary as follows: 

( )( ) 1 2 3 4tanh 258cm A A t A Aξ = ⎡ − − ⎤ −⎣ ⎦   (14) 

( )2
( ) 1 2 2 3sech 258cmu A A A t A= ⎡ − − ⎤⎣ ⎦   (15) 

where, the coefficients 1A , 2A , 3A  and 4A  in the 
above Eqs. (14)-(15) are set as Table 1. 

The simulated wave profile is compared with the 
experiments [21], and Boussinesq’s equation of soli-
tary waves, as shown in Fig. 1. The present result 
agreed well with the experiments and the theoretical 
approximation, and that means the present wave mak-
ing technique is proper to generate a soliton. 

Next, the series of 2-D flume experiments for soli-
tary wave propagation and run-up on a vertical wall 
with a beach slope, which were conducted by Briggs 
et al. [22], are reproduced in the present 2-D numeri-
cal wave flume. Fig. 2 shows a schematic view of the 
2-D wave flume and the location of wave gauges. The 
compound-slope, fixed-bed bathymetry consisted of 
three different slopes (1:53, 1:150 and 1:13) and a flat 
section in the deep end, which simulated the bottom 
profile at Revere Beach, Massachusetts. The vertical 
wall was located at the landward end of the 1:13 slope. 
The solitary waves were generated by a numerical 
wavemaker located at the opposite end of the vertical 
wall. Ten capacitance wave gauges were used to 
measure the wave free-surface elevation. The first 
four gauges were located in the constant depth region 
to measure incident wave conditions. Gauges 5, 7, 
and 9 were located over toes of the slopes, and the 
remaining gauges 6, 8, and 10 were spaced approxi-
mately midway up each slope of the compound beach 
profile. 

 
 

 
 
Fig. 1. Comparison of fully developed solitary profiles. 
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Table 2. Solitary wave parameters. 
 

Case 1A  2A  3A  4A  
A 5.275 1.30 6.26 9.245 
B 12.85 2.93 9.42 1.63 
 

Table 3. Condition of simulation. 
 

Case x∆  (cm) y∆  (cm) z∆  (mm) t∆  (sec)
A 5 10 1.1 1/1500 
B 4 10 2 1/3000 

 

 
 
Fig. 2. Schematic view of 2D wave flume and gauge place-
ment. 

 

 
 
Fig. 3. Time history of solitary run-up in the Case A (―: the 
simulated results & ......: experiments). 

 
Two solitary wave amplitude ratios are considered 

in this study. The ratio of initial wave height ( iη ) 
against water depth ( d ) is i dε η= =0.05 and 0.3 
for Cases A and B, respectively. According to the 
report by Briggs et al. [22], in Case A, neither the 
incident nor the reflection waves broke, while in Case 
B, the waves broke at or near the vertical wall, and at 
the wall the flume of water shot upward, like a jet. 
The coefficients from Eqs. (14), (15) for solitary 
waves are listed in Table 2. The simulation parame-
ters listed in Table 3 were chosen after carrying out 
convergence tests for grid size and time step. For 
simplicity, in the y-direction, the width of flume is 
assumed as unit, and ten grids are constantly set at 

y∆ =0.1(m). 

 
 
Fig. 4. Time history of solitary run-up in the Case B (―: the 
simulated results & ......: experiments). 

 

 
 
Fig. 5. Typical wave profile and velocity vector of solitary 
run-up near vertical wall in Case B. 
 

Figs. 3 and 4 present comparisons. For Case A, the 
numerical results agreed with the experiment. If there 
were no sloping beach in the flume, the maximum 
run-up at the vertical wall would be exactly two times 
the input wave height. In this case, however, the 
maximum run-up at the vertical wall shows 2.72 
times the input wave height because of the shallow 
water effects from the sloping beach. From the wave 
profiles in Fig. 3, it can be observed that the solitary 
wave is reflecting calmly with no wave breaking. 
Similarly for Case B, the agreement is quite reason-
able as compared to the experiment. In particular, the 
reflected waves from the vertical wall are well simu-
lated, and the non-linear features seem to be stronger 
than those of Case A. During the convergence tests in 
Case B, the simulation often diverged when the 
waves hit the vertical wall. This was because the up-
ward velocity component of the fluid particles in-
creased instantly at that moment, so the time incre-
ment, t∆ , was not enough to capture the dynamic 
motions of the fluid. That problem could be fixed by 
setting a smaller value of t∆ . In Fig. 5, the wave 
behavior near the seawall is nonlinear in accordance 
with the observation by Briggs et al. [22]. A jet spurts 
upward at the seawall. When steeper waves than  
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Table 4. Maximum wave run-up on vertical wall. 
 

Max. runup/depth 
Researchers 

Case A Case B 

Briggs et al. (Experiments) 0.13 2.10 

present results 0.124 1.712 

Kobayashi & Tega 0.124 0.459 

Grilli 0.116 0.435 

Kanoglu & Synolakis 0.147 0.881 

Takagi 0.101 1.514 

Walters 0.106 0.367 

Watson et al. 0.132 0.504 

Gardarsson 0.110 0.294 

Kennedy 0.099 3.564 

 

CR

Sd

CR

Sd

 
 
Fig. 6. Initial condition of the free surface profile for open 
channel flow over a broad-crested weir. 

 

 

 
 
Fig. 7. Free surface profile for open channel flow over a 
broad-crested weir (Rc =0.8). 

 
 
Fig. 8. Comparison of overflow discharge with the weir equa-
tion & CFDs. 
 
those of Case B were considered, the breaking phe-
nomenon was accompanied by progressively severe 
turbulent dissipation. Table 4 lists the maximum run-
up values at the vertical wall obtained experimentally 
by Briggs et al. [22], the present model, and alterna-
tive models in the published literature. The present 
model gives results that are in closer agreement than 
any of the alternative models quoted. 

 
3.2 Open channel flow over a broad-crested weir 

We next consider open channel flow over a broad-
crested weir. The upstream level is above the crest 
level of the weir, and the freeboard ( cR ) is negative. 
For comparison purpose, the following discharge 
formula expressed by Chadwick and Morfett [23] is 
used here: 

3
21.705weir d cq C R= ×   (16) 

where dC  is the discharge coefficient and given as 

0.848d FC C=   (17) 

0.91 0.21 0.24 0.35c c
F

L c s

R RC
B R d

⎛ ⎞
≅ + + −⎜ ⎟+⎝ ⎠

  (18) 

where LB  is the weir width. 
Fig. 6 shows the initial condition of the water sur-

face profile. The weir height ( sd ) is 4.0m, the weir 
width is 1.0m, and the freeboard ranges from 0.0 to -
0.8m. The total number of grid points is 40,000, and 
the time increment is 0.0005s. 

Fig. 7 shows the overflow over a vertical weir at 
t=10s and 15s. Fig. 8 shows the comparison to the 
discharge rate of the weir equation (16) and the simu-
lation results by the 2-D BWNM [24]. It can be seen 
that the present results agreed well with the weir 
equation. 



 J.-C. Park et al. / Journal of Mechanical Science and Technology 22 (2008) 1222~1229 1227 
 

Table 5. Geometry of sloping seawalls of slope 1:3 and wave parameters. 
 

Slope dt (m) ds (m) Rc (m) Hs (m) T (sec) 

1:3 3.0 0.75 0.50 0.95 4.73 
 

Table 6. Comparison between numerical models with the measured dimensionless overtopping discharges. 
 

Q(10-3) Saville (exp.) Q(10-3) Amazon Q(10-3) 2-D BWNM Q(10-3) Present 

66 39 46 54 
 

     
Fig. 9. Sketch explains the case study of regular waves overtopping      Fig. 10. Comparison between numerical models with
at sloping seawalls.                                            the measured dimensionless overtopping discharges. 
 

 

 

 

 
 
Fig. 11. Time-sequential nonlinear overtopping and overflow motions at the sloping seawall. 
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3.3 Wave overtopping at sloping seawalls 

Regular wave overtopping a sloping seawall of 
slope 1:3 is simulated. Fig. 9 gives a definition sketch 
illustrating the geometry of the sloping seawall. The 
detailed parameters for sloping seawall and regular 
waves are listed in Table 5. 

The comparison between numerical models with 
the measured dimensionless overtopping discharges, 
Q , is made in Fig. 10 and Table 6. Here, Q  is de-
fined by Hu et al. [7] as 

s

qQ
H gH

=   (19) 

where q  is the non-dimensional average overtop-
ping discharge and g  is the gravitational accelera-
tion. An average value of Q  is predicted from the 
time series of overtopping discharge during 4 ≤ T ≤ 5. 

From Table 6, the present result is in 82% agree-
ment with the laboratory data, and provides 17% im-
provement in the performance of the 2-D BWNM 
[24]. 

Fig. 11 exhibits the instantaneous free-surface con-
figurations as time sequences. In the figures, we can 
observe the fully non-linear wave overtopping mo-
tions over the sloping seawalls. 
 

4. Concluding remarks 

In the present study, the wave run-up and overtop-
ping motions over the coastal structures were numeri-
cally simulated by using an LES model, in which the 
N-S equations are solved with a finite differential 
algorithm, and the modified MDF technique is em-
ployed for solving nonlinear free-surface motions. 
The present model was applied to the solitary wave 
run-up on a vertical wall, the overflow simulation 
without waves at a broad crested weir, and the regular 
waves overtopping over a sloping seawall. From the 
all simulated results, the present results agreed well 
with the laboratory data and improved in performance 
compared with other numerical results. 
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